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|  |  |  |  |
| --- | --- | --- | --- |
|  | **실시사항 (1/15 ~ 1/19)** | **예정사항 (1/22 ~ 1/26)** | |
| 시스템팀 | |  분당 IDC 장애 조치 (~3/6)  - DISK Fault 교체 및 Rebuild  - WebRTC-XH04-G01, encoder01 시스템 복구   분당IDC 모니터링을 위한 Zabbix 구성(~3/9)  - Filer 서버 Raid 카드 모니터링 설정 (3/9)   사람 찾기 배포서버 구성 (~3/8)  - jenkins 설치 지원   SpagoBI를 이용한 POC 환경 구성 지원 (~3/9)  - 기존 5.2 삭제 후 5.1 설치, Tomcat 환경 구성   싸이월드 백오피스 서버 구성 2EA ~(3/06)  - VM 2EA 생성, L4, Domain 설정   NewsQ 검색 개발 서버 설치 ~(3/07)  - Raid 재구성 후 VM 할당   NewsQ FTP 계정 생성 (3/05)  - 한국경제   H/W 장애 파트 교체 및 서버 장애 처리  ~(3/09)   입.퇴사자 계정 및 프로젝트 관리  - AD, VPN, MAIL, JIRA, SCM   뉴스큐 DB  - NewsQ-SDB2 리플리케이션 복구 및 동기화(3/6)   뉴스큐 추천 시스템  - prd->qc, cloudera->prd 교체 작업   Switch Configuration Magement 구축 (3/6 ~)  - docker container image 작성 및 실행 테스트(3/6)  - Config backup에 대한 Template 테스트(3/6)  - Switch IP 설정 완료 후 Config backup 세팅 예정(3/6 ~)   분당IDC 네트워크 구성 확인(3/5 ~)  - 분당 네트워크 IP 사용현황 파악 中 (~3/16)  - 분당 네트워크 구성도 작성 완료  - 분당 Switch Port map 작성(3/9 ~)  - non-management Switch IP 설정(3/7)  - Switch SNMP, Remote Access 설정(3/8)   분당IDC Switch 모니터링 설정(3/9 ~)  - Zabbix Host 추가 및 모니터링 설정(3/9 ~) |  분당IDC 모니터링을 위한 Zabbix 구성(~3/16)  - JMS, DB, NFS 모니터링 환경 구축   뉴스큐 오픈 대비 모니터링 (3/12~ )  - 서비스 오픈 대비 서비스 및 시스템 모니터링 강화 및 장애예방 검토   분당 IDC 장애 조치 (~3/16)  - DISK Fault 교체 및 Rebuild   싸이월드 이벤트 서버 구성 2EA ~(3/12)   사진첩 스토리지 2SET 서비스 투입 ~(3/16)   대량메일(넷퍼시) 마이그레이션 품의 진행   Switch Configuration Magement 구축 (~3/16)  - Switch Config backup 세팅(~3/16)  - Template 미존재 장비의 경우 Template 또는 backup script 별도 작성 필요   분당IDC 네트워크 구성 확인(3/9 ~)  - 분당 Switch Port map 작성(3/9 ~)  - Switch Configuration 점검 및 미사용 내역 삭제(L2, L3 L4 VIP 등)  - 네트워크 SPOF 구조에 대한 고도화 방안 검토   성수IDC 네트워크 구성 확인(3/12 ~)  - 뉴스Que 시스템에 대한 네트워크 구성 확인 |